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Chapter 7
Sampling Distributions

Sampling plan: the way a sample is selected 
• Simple random sample:

oN: population size.
on : sample size

simple random sample of size n:
is a simple which each sample of size n has same chance or 
probability of being selected 

example:
population N = 5 {1, 2, 3, 4, 5 }
select all possible simple random sample of size n = 2
sample =
{(1, 2), (1, 3), (1, 4), (1, 5), (2, 3), (2, 4), (2, 5), (3, 4), (3, 5),(4, 5)}

P ((1, 2)) = P ((1, 3)= ……….. = P ((4, 5)) = 
10

1

The number of sample size (n) from (N):







n

N
 =  The number of all possible sample of size (n) select from (N)

N = 5 elements
n = 2 elements







n

N
 = 





2

5
 = !2)!25(

!5

−  = 10

Example:
Find The number of all possible sample of size (n = 3) select from 

2



(N = 5)
N = 5 elements
n = 3 elements







n

N
 = 





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5
 = !3)!35(

!5

−  = 10
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Sampling Plans
1. Stratified random sample:  is obtain divide the 
population into group subpopulations or strata and select a 
simple random sample from each strata.
2. Cluster sample: is obtained divide the population into 
subgroups called clusters; select a simple random sample of 
clusters and take a census of every element in the cluster.

3. 1-in-k systematic sample: is obtained by starting at random 
position Randomly select one of the first k elements in an 
ordered population, and then select every k-th element 
thereafter.

Example:
If we need to select every seventh students how enter the library?

Sampling distribution:
The sampling distribution of statistics is the probability distribution 
for all possible values of statistic that result when random sample of 
size n are repeatedly drown from the population.

Example:
1. Find The number of all possible sample of size (n = 3) select 
from (N = 5)
N = 5 elements
n = 3 elements







n

N
 = 





3

5
 = !3)!35(

!5

−  = 10

2. find the sampling distribution of the X = 
n

Xi∑

{(1, 2), (1, 3), (1, 4), (1, 5), (2, 3), (2, 4), (2, 5), (3, 4), (3, 5),(4, 5)}

(1, 2) = 
2

21+
 = 1.5

(1, 3) = 
2

31+
 = 2

X 1.5 2 2.5 3 3.5 4 4.5
P(x) 0.1 0.1 0.2 0.2 0.1 0.1 0.1

3. Find E ( X ) = )x ( PX.∑
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E ( X ) = )x ( PX.∑ = 3 E ( X ) = 
n

X∑  = 
7

21
= 3

4. find the population mean µ  = 
n

Xi∑  = 
5

54321 ++++
 = 3

E ( X ) = µ
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Central Limit Theorem ( CLT ) for X  in sampling distribution

If a random samples of n observations are drawn from a non normal 
population with finite mean µ  and standard deviation of the sample 
mean ( X )  is approximately normally distribution with 

mean µ
X

 = E ( X ) = µ  and variance σ 2

X
= variance( X )=

n
σ2

  

Characteristics of Central Limit Theorem ( CLT ) 
1. sampling is a large

2. normal distribution X  ≈  N  










n
μ, σ

2

3. X  distributed approximately normal distribution such that we 

have mean µ  and variance  
n

σ2

Example:
If we take a sample of size 40 from a population with mean 80 and 
variance 100, define X  to be the sample mean of the sample.
1. find the mean of X

µ
X

 = E ( X ) = µ  = 80

2. find the expectation of X

µ
X

 = E ( X ) = µ  = 80

3. find the variance of X

σ 2

X
 =  

n
σ2

 = 
40

100
 = 2.5

4. What is the sampling distribution? Why?
the distribution is normal.
X  ≈  N  ( )80,2.5 , sample from a population
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sampling distribution of  X  if we have n observation from a 
population.

If random sample of size n is selected from a population with mean 
µ  and variance σ 2

 then 

1. E ( X ) = µ  

2. σ 2
= 
n

σ2

Case 1: 
If sampling distribution of  X  is normal with mean µ  and 

variance σ 2
 then X  : N  











n
μ, σ

2

 

Case 2: 
If the sample is large then sampling distribution of  X  is 

approximately normal with mean µ  and variance σ 2
 then:

X  ≈  N  










n
μ, σ

2

 then:

Standard error (S.E) 

( )ES. x
 = )var( x

( )ES. x
 = 

n

σ

If X:N ( )σ 2
 μ,   Z =  σ

µ−X

If X:N 










n
μ, σ

2

  Z =  
n

X
σ

µ−

• What is the distribution of 
n

X
σ

µ−
   X : N (0, 1)

• Z =  
n

X
σ

µ−
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Example:
If we take a sample of size 30 from a normal with mean 8 and 
standard deviation 4 define X  to be the sample mean of the sample.
1. find the mean of X

µ
X

 = E ( X ) = µ  = 8

2. find the expectation of X

µ
X

 = E ( X ) = µ  = 8

3. find the variance of X

σ 2

X
 =  

n
σ2

 = 
30

16
 = 0.53

4. find the Standard error (S.E) of X

( )ES. x
 = )var( x = 30

16

5. What is the sampling distribution of X ?

X : N 










n
μ, σ

2

  X : N 






30

16
8,  [ X  has a normal ]

6. What is the sampling distribution of 
4

8) - x( 30 ?

 X  : N (0, 1) standard deviation

7. find the P ( X  < 7 ) X  : N 






30

16
8,

 P ( Z < 
30

4
87 −

) = P (Z < -1.37) = 0.0853

8. find the P (x < 8 ) 

 P (
4

8−X
 < 

4

87 −
) = P (Z < 0) = 0.5

9. find the P (7 < X < 9 ) 

 P (
30

4
87 −

 < Z  < 
30

4
89 −

) 

P (-1.37 < Z  < 1.37) = P ( Z< 1.37) – P (Z <-1.37 )
= 0.9147 -  0.0853 = 0.8294
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Example:
The distribution of grades of STAT 101 is normal with mean 70 and 
variance 16 if we take the sample of size 36.
1. find the probability that mean (average) of graded of 36 students 

is greater than 72.

P ( X  > 72 ) = P (
6

4
70−X

 < 
6

4
7072 −

) 

= P ( Z > 3 ) =  1 – P (Z < 3 )
= 1 – 0.9987
= 0.0013

1. find the probability that the total grade of those students will be 
less than 2556.

P (
n

∑Xi
 < 

n

2556
 ) = P ( X  < 

36

2556
 ) 

= P ( X  < 71) 

= P ( Z > 
6

4
7071 −

 ) =  P (Z < 1.5 )

= 0.9332

3. What is the sampling distribution of X ?

X : N 










n
μ, σ

2

  X : N 






36

16
70,  [ X  has a normal ]

4. if we select one student, find the probability that has grade with 
be less 70.

P ( x < 70 ) = P ( Z > 
6

4
7070 −

 ) =  P (Z < 0 )

= 0.5
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A sampling distribution is created by, as the name suggests, 
sampling. 

The method we will employ on the rules of probability and the 
laws of expected value and variance to derive the sampling 
distribution.

For example, consider the roll of one and two dice…

Sampling Distribution of the Mean…
A fair die is thrown infinitely many times,
with the random variable X = # of spots on any throw.

The probability distribution of X is:

x 1 2 3 4 5 6

P(x) 1/6 1/6 1/6 1/6 1/6 1/6

…and the mean and variance are calculated as well:

Sampling Distribution of Two Dice
A sampling distribution is created by looking at
all samples of size n=2 (i.e. two dice) and their means…
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While there are 36 possible samples of size 2, there are only 11 
values for, and some occur more frequently than others.

The sampling distribution of X  is shown below:

1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0

6/36

5/36

4/36

3/36

2/36

1/36

P(x)
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1.0 1/36
1.5 2/36
2.0 3/36
2.5 4/36
3.0 5/36
3.5 6/36
4.0 5/36
4.5 4/36
5.0 3/36
5.5 2/36
6.0 1/36



Compare…
Compare the distribution of X…

…with the sampling distribution of     .

As well, note that:

Generalize…
We can generalize the mean and variance of the sampling of two dice:

…to n-dice:

The standard deviation of the sampling distribution is called the 
standard error:

1 2 3 4 5 6 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0
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